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Abstract—We present techniques for steganalysis of images that lets the message through without any action. An active warden,
have been potentially subjected to steganographic algorithms, both on the other hand, can alter messages deliberately, even though
within the passive warden and active warden frameworks. Our hy- she may not see any trace of a hidden message, in order to foil
pothesis is that steganographic schemes leave statistical evidence S ' .
that can be exploited for detection with the aid of image quality 2N secre_,-t communication that can nevertheless be occurring be-
features and multivariate regression analysis. To this effect image tween Alice and Bob. The amount of change the warden is al-
quality metrics have been identified based on the analysis of vari- lowed to make depends on the model being used and the cover-
ance (ANOVA) technique as feature sets to distinguish between gbjects being employed. For example, with images, it would
cover-images and stego-images. The classifier between cover anqnake sense that the warden is allowed to make changes as long

stego-images is built using multivariate regression on the selected he d t alt iqnifi ty th biecti . | lit
quality metrics and is trained based on an estimate of the orig- &5 SN€ JOES not alter signiicantly the subjective visual quality

inal image. Simulation results with the chosen feature set and well- Of @ suspected stego-image.
known watermarking and steganographic techniques indicate that It should be noted that the main goal of steganography is

our approach is able with reasonable accuracy to distinguish be- to communicate securely in a completely undetectable manner.
tween cover and stego images. That is, Wendy should not be able to distinguish in any sense
Index Terms—Analysis of variance, image quality measures, between cover-objects (objects not containing any secret mes-
multivariate regression analysis, steganalysis, steganography,sage)and stego-objects (objects containing a secret message). In
watermarking. this context, $teganalysisrefers to the body of techniques that
are designed to distinguish between cover-objects and stego-ob-
|. INTRODUCTION jects. It should be noted that nothing might be gleaned about
the contents of the secret messageWhen the existence of
hidden message is known, revealing its content is not always
ecessary. Just disabling and rendering it useless will defeat the
purpose of steganography. In this paper, we present a ste-
& alysis technique for detectiatggo-images.e., stillimages

TEGANOGRAPHY refers to the science of “invisible”
ommunication. Unlike cryptography, where the goal is t
secure communications from an eavesdropper, steganogra
techniques strive to hide the very presence of the message it

from an observer. Although steganography is an ancient s ntaining hidden messages, using image quality metrics. Al-

ject, the modern formulation of it is often given in terms of th?hough we focus on images, the general technigues we discuss

prisoner’s problen{l1] where Alice and Bob are two inmates,, J\1d also be applicable to audio and video media.

who wish to communicate in order to hatch an escape plan'Given the proliferation of digital images, and given the high

However, all communication betwegn the_m IS exa”?'”ed by tIa%gree of redundancy present in a digital representation of an
wardgn, Wendy, vyh_o will put them in sollt.ary.confmem.e.nt age (despite compression), there has been an increased in-
Fhe slightest suspicion of covert communication. S.pec'f'.cal_IYerest in using digital images as cover-objects for the purpose
in the general model for steganography, we have Alice wishi steganography. The simplest of such techniques essentially
EO send ?se_cret messagen to Bob. In _order to do S0, Sheembeds the message in a subset of the LSB (least significant
embeds”m mto a.COVE“r'ObJECt' to obtain the;t_ego-objec‘s. bit) plane of the image, possibly after encryption [2]. It is well
The stego-object is then sen_t through the p_ubhc channel. known that an image is generally not visually affected when its
The warden, Wend_y, who'is free to examine al MESSAges §aGst significant bit plane is changed. Popular steganographic
changed betweeq Alice and BOb’ can fizssiveor active A tgols based on LSB like embedding vary in their approach for
passive warden simply examines the message and tries to tﬁﬁl'ng information. For exampl8teganosnd Stoolsuse LSB
termine if i.t potentially contains a hidden message. If it aloe'mbedding in the spatial domain, whilstegembeds in the fre-
pears that it does, she then takes appropriate action, else,(i]h&cy domain. Other more sophisticated techniques include
the use of quantization and dithering. For a good survey of
steganography techniques, the reader is referred to [2]. What
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should be able to accurately recover the secret messade could be used to reveal the existence of a hidden message. For
spite operations like LSB randomizing, compression, filteringxample, in the context of digital watermarking, the general
and rotation by small degrees, etc. performed by the activaderlying idea is to create a watermarked signal thag¢isep-
warden Wendy. Indeed, the problem of embedding messagesually identical but statistically differerfrom the host signal.
a robust manner has been the subject of intense research inAhdecoder uses this statistical difference in order to detect
image processing community, albeit for applications other théime watermark. However, the very same statistical difference
steganography, under the namedabust digital watermarking that is created could potentially be exploited to determine if a
[3]. given image is watermarked or not. In this paper, we show that
Arobust digital watermark is an imperceptible signal added amdition of a watermark or message leaves unique artifacts,
digital content that can be later detected or extracted in ordenmtbich can be detected using Image Quality Measures (IQM).
make some assertion about the content. For example, the pre§-he rest of this paper is organized as follows. In Section I,
ence of her watermark can be used by Alice to assert ownere discuss the selection of the image quality measures to be
ship of the content. Recent years have seen an increasingused in the steganalysis and the rationale for utilizing multiple
terest in digital watermarking with many different applicationsjuality measures. We then show that the image quality metric
ranging from copyright protection and digital rights managédased distance betweenammarked imageand its filtered ver-
ment, to secret communication. Essentially robust digital waion is different as compared to the distance betwemaked
termarks provide a means of image-based steganography inithageand its filtered version. Section |1l describes the regres-
presence of an active warden since modifications made by #ien analysis that we use to build a composite measure of quality
warden will not affect the embedded watermark as long as ttweindicate the presence or absence of a mark. Statistical tests
visual appearance of the image is not significantly degradeshd experiments are given in Section IV and, finally, conclu-
However, despite this obvious and commonly observed connswns are drawn in Section V. The selected IQMs are described
tion to steganography, there has been very little effort aimediatthe Appendix.
analyzing or evaluating the effectiveness of common robust wa-
termarking techniques for steganographic applications. Instead,
most work has focused on analyzing or evaluating the water-
marking algorithms for their robustness against various kindsThe main goal of this paper is to develop a discriminator
of attacks that try to remove or destroy them. However, if robufir cover images and stego images, using an appropriate set of
digital watermarks are to be used in active warden stegan®d@Ms. Image quality measurement continues to be the subject
raphy applications, detection of their presence by an unautltd-intensive research and experimentation [8]-[11]. Objective
rized agent defeats their very purpose. Even in applications tiraage quality measures are based on image features, a func-
do not require hidden communication, but only robustness, wenal of which, should correlate well with subjective judgment,
note that it would be desirable to first detect the possible prakat is, the degree of (dis)satisfaction of an observer [12]. Ob-
ence of a watermark before trying to remove or manipulate jective quality measures have been utilized in coding artifact
This means that a given signal would have to be first analyzedaluation, performance prediction of vision algorithms, quality
for the presence of a watermark. loss due to sensor inadequacy etc. [13]. In this paper, however,
In this paper, we develop steganalysis techniques both fee want to exploit image quality measures, not as predictors of
conventional LSB-like embedding used in the context of a pasdbjective image quality or algorithmic performance, but specif-
sive warden model and for watermarking which can be useditally as a steganalysis tool, that is, as features in detecting wa-
embed secret messages in the context of an active wardentehmarks or hidden messages.
order to distinguish between these two models, we will be usingA good IQM should be accurate, consistent and monotonic
the terms watermark and message when the embedded signial gredicting quality. In the context of steganalysgisediction
in the context of an active warden and a passive warden, respgeeuracycan be interpreted as the ability of the measure to
tively. Furthermore, we simply use the terms marking or embedetect the presence of hidden message with minimum error
ding when the context of discussion is general to include botim average. Similarlyprediction monotonicitysignifies that
active and passive warden steganography. IQM scores should ideally be monotonic in their relationship
The techniques we present are novel and to the best of éaithe embedded message size or watermark strength. Finally,
knowledge, the first attempt at designing general purpose topltediction consistencyelates to the quality measure’s ability
for steganalysis. General detection techniques as appliedtdgrovide consistently accurate predictions for a large set of
steganography have not been devised and methods beywatkermarking or steganography techniques and image types.
visual inspection and specific statistical tests for individudihis implies that the spread of quality scores due to factors of
techniques like LSB embedding [4]-[7] are not present in thmage variety, active warden or passive warden steganography
literature. Since too many images have to be inspected visuathgthods should not eclipse the score differences arising from
to sense hidden messages, the development of a techniquméssage embedding artifacts. In order to understand how these
automate the detection process will be very valuable to theetrics measure up to the above desiderata we resorted to anal-
steganalyst. Our approach is based on the fact that hidiygjs of variance (ANOVA) techniques. Specifically, ANOVA
information in digital media requires alterations of the signalas used to show whether a metric’'s response was consistent
properties that introduce some form of degradation, no matteith a change in the image or whether it was a random effect.
how small. These degradations can act as signatures thaeé ranking of the goodness of the metrics was done according

Il. CHOICE OFIMAGE QUALITY MEASURES
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Fig. 1. Schematic descriptions of (a) watermarking or stegoing, (b) filterin
an unmarked image, and (c) filtering a marked image.

to the F-scores in the ANOVA tests to identify the ones the
responded most consistently and strongly. A similar stuc
had been done in [11] to delineate good metrics to measure
image quality under compression and sensor artifacts. In $g 2. scatter plots of the three Image Quality Measures (M3: Czekakowski
final analysis we seek IQMs that are sensitive specifically toeasure, M5: Image fidelity, and M6: Normalized cross-correlation).
steganography effects, that is, those measures for which the
variability in score data can be explained better because nf
some treatment rather then as random variations due to ' fer 0 () | X b T
image set. . : o
The steganalysis detector we develop is based on regress Pit) —
analysis of a number a€levantlQMs. The idea behind detec-
tion of watermark or hidden message presence is to obtair
consistent distance metric for images containing a waterme ,_.
or hidden messageis-a-visthose withoutwith respectto a [, ] x-[ .. T
common referenc@he reference processing should possibly re : . -
. . . y=Bx+. .+ Bx
cover the original un-watermarked image, and to this purpos P 0) o
we have used low-pass filtering based on a Gaussian kernel, Tﬁ
this respect other approaches such as denoising and Wiener )
tering are also possible [14]. In fact Wiener filtering approach
gave better results, for example, in the case of the Digimarc al- ~ F19- 3. Schematic description of (a) training and (b) testing.
gorithm while denoising proved more effective in the case of
Jsteg. However the Gaussian filtering approach was preferredhe  filter was chosen as a Gaussian smoothing
becaqse itgave uniformly good results across all steganogramhér H(m,n) =  Kg(m,n) where g(m,n) =
techniques. (2r0?)~Lexp{—(m? + n?)/202} is the 2-D Gaussian
To clarify the rationale of our detector, let us recall thaternel andK = (3>, 3. |g(m, n)|?)~1/2 is the normalizing
steganographic message embedding techniques, whethercdystant. The aperture of the Gaussian filter was set experi-
spread-spectrum or quantization modulation or LSB insertiomentally toc = 0.5 with a mask size 3« 3. The reason why
can be represented as a signal addition to the cover imageGasissian blurring works fine as a common reference is that it
shown in Fig. 1. Letf be the cover image; = f + w be the gives us the local mean which is also the maximum likelihood
stego-image, and the inserted watermark. Léf be the ML (ML) estimate of the image under Gaussian assumption [14].
(Maximum Likelihood) operator for the estimate of the watetdnder a Laplacian distribution assumption the median would
mark sequence. In the absence of any watermark or stego-sidreale been the ML estimate. Therefore the blurred image minus
Hg = f corresponds to the high-frequency contgnof the the original image yields the maximum likelihood estimate
image, while for a marked signal it yield$g = f + 1 where of the additive watermark. For the two ML estimators that
w denotes the ML estimate of the mark. The image qualitye have testedH is equivalent to the subtraction from the
metrics, in fact, are simply trained to differentiate betweereceived stego-image of its local mean or median. Finally in
these two signal§’ and f + . Fig. 2 gives an instance ofthe comparison between the mean and median filters as the
the watermarked versus nonwatermarked class separabilty estimates of the image we have found out that the former
based on a scatter diagram of the three image quality metrieforms slightly better in the detection tests.
used. The training procedure for the steganalyzer is shown inAs for the selection of quality measures we used the results
Fig. 3(a). of a previous study [11] where several (26 in total) measures

mMa
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were investigated to predict compression, blur and noise TABLE |
artifacts. From these measures we gleaned out the ones thEWAY AIL\IO?)Y:DTVI\E/iIERFI\SARRWKm—(ERA'\I/\llADRgI"\I‘E((EBYA ﬁg ECANOGRAPHY, AND
served well the purpose of our steganalysis. The rationale

of using several quality measures is that different measul Witemark | St Wattmark &
respond with differing sensitivities to artifacts and distortion<mmage Guatty Measures F o ¥ P F b
For example, measures like mean-square-error respond mor Mitkowsky Metric =2 606 001 030 ) 028 8 000
. . Minkowsky Metric » =1 328 005 057 058 1 387 003
additive noise, vyhereas others SL_Jch as spectral phase Or Iy, imum Ditierence 013 093 031 | 074 | 025 o003
square HVS-weighted (Human Visual System) error are mg Soricd Maximum Diffsrence G614 093 007 | 092 | 013 098
. . . . Czekanowski 4463 002 0 108 037 | 466 901
sensitive to pure blur; while the gradient measure reacts siuchral Content 082 061 015 | 08 | 058 07
i i imil = Cross Correlation 208 014 : 021 (.81 074 660
dlstortlorjs concer?trated around' edges and textures. Slml|clmge Fidality S e o |oes i e
embedding techniques affect different aspects of images. angl hean 195 037 | 426 | 004 | 340 002
: : e G Aicn? | Angle Standard Deviation 045 0720 327 008 | 236 Q08
fact some watermarking algorithms inject “noise” in block, 5\ San 003 oor | 008 | 438 ot
DCT coefficients, others in a narrow-band of global DCT o Specmalthase T8 037| 00 | oor | ods o6
. .. . . " Feighted Speotral Distance . 37 106 4 8 .65
Fourier coefficients, still others operate in selected 10CalItIES i B Spectial Magniude 0% ost| coot| 005 | 041 o8
the spatial domain. Since we want our steganalyzer to be a Medin Elock Spectral Phase 047 072 395 | 005 | 424 0.02
. . . , Median Block Weighted Spectral Distance | 045 0.72 | 3.96 0.05 | 422 002
to work with a variety of watermarking and steganographiemasized Absolute Eror (HVS} 016 092 116 | 035 | 074 081
H H H Nosratived Mo Squate ERROR {(HVS) | 330 0.05 | 4.93 002 | 269 005
algorithms, a multitude of quality features are needed so tr ;7% Based 12 330 oo o | 061 | o4 o

the steganalyzer has the chance to probe several features in
an image that are significantly impacted by the embedding
process. [17]and Cox [18] techniques, respectively, and their filtered ver-
In order to identify specific quality measures that are usefalons. The data given to the ANOVA algorithm consisted of four
in steganalysis, we used ANOVA [15] tests, with the expectaectors, each of dimensiaW, whereN = 12 is the number of
tion that it would distinguish measures that are consistent aimtages used in the test from the training set. More specifically,
accuratevis-a-visthe effects of watermarking and of steganogsonsider a typical quality measure, sbf(u;), where the para-
raphy. More specifically several quality measures were statigetric dependence upon the watermarking algorithm is shown
tically tested to determine if their fluctuations resulted frorwith 1;, ¢ = 0--- 3, for plain images, Digimarc, PGS and Cox
image variety or whether they were due to treatment effectstethniques, respectively. Thé-dimensional vectai/ reads as:
message embedding. ANOVA was used to show whether th&(y;) = [M(1|u;) - - M(N|u:)]*.
variation in the data could be accounted for by the hypothe-For passive warden image tests, the first group consisted
sized factor, for example, the strength factor of watermarking the IQM scores computed from plain (nonmarked) images,
or steganography. The hypotheses for the comparison of ingehrile the remaining three groups consisted of the IQM scores

pendent groups are computed from images marked by Steganos [19], Stools [20]
Ho: 1= jis=---=p, means of all the groups and Jsteg [21], respectively, and their filtered versions.
" are equal For the joint active warden and passive warden steganography

analysis, the first group consisted of the IQM scores computed
from plain images. The remaining six groups consisted of the
IQM scores computed from watermarked images by Digimarc,
It should be noted that the test statistic isfatest withk —1 PGS and Cox technique, marked images by Steganos, Stools,
andN — k degrees of freedom, wheré is the total number of and Jsteg, respectively, and their respective filtered versions.
watermarked or stegoed images. A lpwalue (highF value) In Table | we give ANOVA results with respect to active
for this test indicates evidence for rejecting the null hypothesigarden, passive warden and combined techniques. The mea-
in favor of the alternative. In other words, there is evidence thatires that have higher discriminative power—measures that
atleast one pair of means are not equal. We opted to carry outtlagch the statistical evidence of steganography—are shown
multiple comparison tests at a significance level of 0.05. Thus bold. These measures, in fact, sense better the statistical
any test resulting in @-value under 0.05 was considered to bdifference between the populations of marked and nonmarked
significant, and therefore, one would reject the null hypothesimages so that they can be used to separate the two classes. The
in favor of the alternative hypothesis. This is to assert that timaplications of the result are twofold. One is that, using these
difference in the quality metric arises from the “strength” paeatures a steganalysis tool can be designed to detect marked
rameter of the watermarking or steganography artifacts, and imotges, as we show in Section Ill, using multivariate regression
from variations in the image content. analysis. The other is that, current steganographic algorithms
We performed three different ANOVA tests: The first was foshould exercise more care on these statistically significant
active warden steganography, the second for passive wariteage features to eschew detection. It is interesting to note that
steganography, and the last one for both active and passive significance ordering of the IQMs for active warden and
warden steganography. passive warden steganographic algorithms are different. For
For active warden image tests, the first group consisted of timstance while the Minkowsky measures were not statistically
IQM scores computed from plain images and their filtered vesignificant for passive warden steganographic algorithms, they
sions. The remaining three groups consisted of the IQM scorgere for the active warden algorithms. Minimizing the Mean
computed from watermarked images by Digimarc [16], PGSquare Error (MSE) or the Kullback—Leibler distance between

Ha: o pi # pj means of the two or more
groups are not equal

Authorized licensed use limited to: ULAKBIM UASL - Dicle Univ. Downloaded on November 8, 2008 at 12:31 from IEEE Xplore. Restrictions apply.



AVCIBAS et al. STEGANALYSIS USING IMAGE QUALITY METRICS 225

the original (cover) image and the stego image is not necessatiiythis expression;; denotes the IQM score, where the first
enough to achieve covert communication as the evidence dadex indicates th&himagei = 1, ..., N, and the second one
be caught by another measure such as spectral measures.th@guality measurg, = 1, ..., g, ¢ being the total number of
selected subset of image quality measures in the designdgflity measures considered. The denote the regression co-
steganalyzer with respect to their statistical significance wegéicients. The complete statement of the standard linear model
as follows. is

Active Warden Steganographylean Absolute Error = XnaoB+ @
M,;, Mean Square ErrorM,, Czekznowski Correlation Y= AN €

Measure M3, Image Fidelity M;, Cross CorrelationMs, where theNzq data matrix has rank, ande is a zero-mean
Spectral Magnitude DistanceM;, Normalized Mean Gaussian noise. The corresponding optimal MMSE linear pre-
Square HVS ErrorM;,. We denote this feature set aslictor 8 can be obtained by
U = {M;, My, M3, M5, Mg, M7, My,} for future reference 4= (XTX)"L(xTy). ©)
in the experiments in Section IV. o th dicti ficient ' btained in the traini

Passive Warden Steganographfngle Meani/,, Median nce ihe prediction coetlicients are obtained in the training

. : . phase, these coefficients can be used in the testing phase. Given

Block Spectral Phase Distandds, Median Block Weighted ) in th h first it is filtered and
Spectral Distancelly, Normalized Mean Square HVS Errora) 'Mage mbt © t%St b asﬁ’ first it s d|_terfe.| and th?M Th
M. We denote this feature set@s= { My, Ms. My, Mio}. scores are obtained using the image and its filtered version. Then

. . using the prediction coefficients, these scores are regressed to
Pooled Active Warden and Passive Warden Steganqg—e output value. If the output exceeds the threshold 0 then the
raphy: Mean Absolute ErrordM;, Mean Square Erroils,

) , decision is that the image embeddedotherwise the decision
Czekanowski Correlation Measur&/z, Angle Mean My,

- ) ) is for not embeddedrlhat is
Spectral Magnitude Distancé/;, Median Block Spectral . A A N
Phase Distanc&/s, Median Block Weighted Spectral Distance =0yt forat o+ Byzg )
My, Normalized Mean Square HVS Errdf;,. We denote this for § > 0 the image contains watermark, and fok 0 it does
feature set as = { M, My, Ms, My, My, My, Myy}. not. The schematic diagram of the steganalyzer in the test phase
is given in Fig. 3(b).
Ill. REGRESSIONANALYSIS OF THE QUALITY MEASURES

: . . IV. SIMULATION RESULTS
The steganalysis we propose is based on the observation in

Section Il that an embedded and filtered image differs statis-The active warden techniques we used were the following:
tically from a nonembedded but simply filtered image. Thifhotoshop plug-in Digimarc [16], Cox’s technique [18], and
statistical difference can be put in light by comparing the enfe technique from Swiss Federal Institute of Technology, PGS
bedded image and its original version against a common r&¥7]. One obvious reason for selecting the above techniques
erence treatment that is their filtered versions. It has been ¢¥Rs their free availability on the Internet and that they were
served that filtering an image with no watermarked messagk popularly known algorithms. A more relevant reason was
causes changes in the IQMs differently than the changes broutjtat these techniques permitted adjusting the watermark inser-
about on embedded images. This differential behavior is in péidn strength, which was instrumental to probe the sensitivity
because steganographic embedding is not in general a glaifalQMs. On the other side the three passive warden stegano-
operation, butis local in nature. The message signal is either giraphic tools selected were Steganos [19], S-Tools [20] and
jected locally, e.g., on a block basis, or the signal is subjectedl¥steg [21]. These tools were among the most cited ones for
a perceptual mask. In any case, we consistently obtained statigir satisfactory results with respect to steganographic applica-
tically different quality scores from embedded-and-filtered imions. We used an image database from [22] for the simulations.
ages and from filtered-but-not-embedded sources. For the hyre database contained an adequate variety of images including
pothesis testing we used the quality scores, which are separaggiinputer generated images, images with bright or with reduced
calculated for differences obtained from a nonembedded imaggy gark colors, images with textures and fine details, and some

and its embedded varieties. well-known images like Lena, peppers etc. We performed eight
In the design phase of the steganalyzer, we regressed é&ﬁeriments organized in three sets.

normalized IQM scores to, respectivelyl and 1, depending — The three experiments 1)-3) in the first set involved active

upon whether an image did not or did contain a message. SWSrden techniques only, namely: 1) First, the individual ste-

ilarly, IQM scores were calculated between the original imag %malysis of each watermarking algorithm, Digimarc, PGS and

and their filtered vgrsions. I_n the regression model [15]’ W€ €€ox at admissible watermark strengths; 2) Second, the steganal-
pressed each decision lahgh a sample of. observationsasa . : g o
linear function of the IQM scores, denoted:gs, plus arandom ysis of pooled .waterr'narklng algorlthms gt adm|s§|ble water-
error mark strengths; 3) Third, the cross-validation experiment where
' the steganalyzer was trained on images watermarked by Digi-
y1 =B1w11 + Bowiz + - + Byrig + &1 marc, and tested on images watermarked by PGS an@&Ciux
_ , o The next three experiments 4)-6) in the second set involved
Y2 = brom + Pagar & -+ + Pymzg + €2 passive warden steganography only: 4) The steganalysis of in-
dividual steganography algorithms, Steganos, Stools and Jsteg
for different embedded message sizes; 5) The steganalysis of
yn =P1en1 + Pezne + - + BgTng +EN. (1) pooled steganography algorithms for different message sizes;
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TABLE 1l

TRAINING AND TEST SAMPLES FORDIGIMARC AND PGSFOR EXPERIMENT 1

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 12, NO. 2, FEBRUARY 2003

TABLE VI

TRAINING AND TEST SAMPLES FORSTOOLS FOREXPERIMENT 4

Level1 ¢ Level2 | Level3 © Leveld Message size 140 of imtage size | 10 of itnage size
Training samples 11,23 456 789 101112 Training semples 1.6 712
Test samples 13,14,15 16,47 18,1920 121,12 Test samiples 13,17 18...22
TABLE I TABLE VIl

TRAINING AND TEST SAMPLES FORCOX FOR EXPERIMENT 1 TRAINING AND TEST SAMPLES FORJSTEG FOREXPERIMENT 4

— — M size 1/100 of image size
. OO coefficients Traiing samples i
Traiming samles 1.1 Test samples 1322
Test samples 13..22
TABLE VIII
TABLE IV TRAINING AND TEST SAMPLES FORSTEGANOS FOREXPERIMENT 4. (NOTE: IN

TRAINING AND TEST SAMPLES FORPOOLED WATERMARKING ALGORITHMS
FOR EXPERIMENT 2 (L1: LEVEL 1 ETC.)

CERTAIN IMAGES THE STEGANOS DID NOT LET THEMESSAGES TO BE
EMBEDDED NO MATTER WHAT THEIR SIZE)

Digimare PGS Cao Message size 140 of image size | 110 of fmage size
WM Levels BE[L2 33 (L4107 iL2 L3 il4 Training samples 248 10,11,13
Training smnples 1 (2 13 14 15 16 17 18 19101112 Test samples 15,17 119,20.21
Tost samplos I3 104 05 1 (17 18 110 120 12127
TABLE IX
TABLE V TRAINING AND TEST SAMPLES FOR POOLED STEGANOGRAPHY

TRAINING AND TEST SAMPLES FOREXPERIMENT 3: TRAIN ON DIGIMARC, ALGORITHMS FOREXPERIMENT 5

TEST ONPGSAND Cox

Steganos Stools Isteg
e Thigine Messuge sive 146 L0 140 (110 160
WA Lovels i | 2 13 Trammg samples 2.4 8,10 1.3 56 791112
Traiming samples 173 4TE 79 B Test samples 13,15 17,19 14,16 18,20 2122
Testing PGS COX
WM Levels id 1.2 L3
Test samples 13.,.15116...1811526] 21,22 TABLE X

TRAINING AND TEST SAMPLES FOREXPERIMENT 6: TRAIN ON STEGANOS AND
STOOLS, TEST ONJSTEG

6) In the sixth experiment the steganalyzer was trained on im-

ages embedded with Steganos and Stools, and tested on im: z}:;‘“f;w i Swﬁf o i S“???m

embedded with Jsteg for cross-validation purposes. Trudning sumples 248 {1011 1356 (79,12
In the third set the final two experiments 7) and 8) involve Ve e e

both active warden and passive warden steganography al_ Test samples 13..22

rithms. The seventh experiment was steganalysis of the pooled

three passive warden and three active warden steganographic TABLE XI

TRAINING AND TEST SAMPLES FORPOOLED WATERMARKING AND

algorithms for admissible levels of watermark strength and for
STEGANOGRAPHY ALGORITHMS FOREXPERIMENT 7

different message lengths. In the last and eighth experiment the

steganalyzer was trained on images embedded with Stegai ‘ Digivngo | POS | Cox | Steganos | Stools | Jsieg

StOOIS, or watermarked by DigimarC and tested on images e ‘IE{:\-”clurr‘rfsgsmf: 1;2 13 112 |13 IOOme 1/40 1 1/101 /40| 110 Ef{OO
. . TaIning samples 7 8 9 011,12 2 4 1 3 36

bedded with Jsteg or watermarked by Gayal. The aim of the  Test sanples EREEIR FN P TR Fo) 13 115 {14 116 (17

last two experiments, in the same spirit as in experiments 3)

and 6), was to see the generalizing ability of the steganalyzer TABLE XII

in case an image was to be marked with a method unknown to [tRAINING AND TEST SAMPLES FOREXPERIMENT 8: TRAIN ON STEGANOS,
in the learning phase. In experiments 1)-3) the feature set was STOOLS AND DIGIMARC, TEST ONJSTEG AND COX
¥ which was defined in Section Il, for the experiments 4)—6) th -

. o Training Digimare | PGS Cox Steganos | Stools Isteg
feature set waQ, while the feature set wasfor the remaining  Levelormsg size ATLE T 1080 eof TTAD IO TA0T VA0 TA00
. Training samphes L 1Ry 24 (8I0 .13 586
eXperlmentS 7) and 8) o . Testing Digimare | PGS Cox Steganos Stools Isteg
The organizations of the training and testing samples f Levelormsgsize L2 L3 L2 L31009 cof (1040 110 1440 171011/100

Test sumples | ! 13,37 | | 18.22

the experiments are given in Tables II-XII. The images i.
the training and test sets are denoted by numbers. More

specifically the training set i§" = {1, ..., 12} and the test  The performance of the steganalyzer is given in Table XIII.

setis' = {13, ..., 22}. There were four levels of watermarkSimulation results indicate that the selected IQMs form a multi-

strength for Digimarc and PGS (denoted by L1 to L4 in thdimensional feature space whose points cluster well enough to
Tables). We used the original settings of Cox's techniqudp a classification of marked and nonmarked images. The clas-
modified the 1000 most significant coefficients in spectraifier is still able to do a classification when the tested images
domain. The embedded message sizes were 1/10 and XdMe from an embedding technique unknown to it, indicating

of the cover image size for Steganos and Stools, while th®at it has a generalizing capability of capturing the general in-
message sizes were 1/100 of the cover image size for Jsteg trinsic characteristics of steganographic techniques.
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TABLE Xl we describe the 10 selected measures that qualify in the ANOVA
PERFORMANCE OF THESTEGANALYZER FORALL THE EXPERIMENTS tests (indicated in bold characters in the Table). We denote mul-
Fsperiment Fabe [, | Comea |, -, tispectral components of an image at the pixel positjgnand
[ s Dignuare o T in bandk asCy (i, j), wherek = 1, ..., 3 for color images.
L PGS 7o 10 1730 g The boldface symbol<€; (4, j), C(i, j) indicate the multispec-
Lo Cox Wi oo ww N tral pixel vectors at positiof¥, j). The multiband image matrix
o D, Jeston FS L 15 s is denoted byCand C, where the hat superscripted quantity is
b Sk i TG 150 7 the distorted (e.g., watermarked) version of the image. We will
4.0 Istey g (310 14720 o useM;, i = 1---10 to describe the ten IMQ features used in
S, Pooled Steganograply 330 10 1520 735 ’
6. Train on Steganos and Stools, Test on Jsteg 310 3710 1420 70 the detector.
7 Pooled W, afe;n!ﬂricing ‘m‘ad vStegan?gr‘nphy 510 110 14{20 7(?
& }{ijrno :1“( l{ig:g;r;f:g&ﬁ Steganos, Stools 10 310 11320 a3 A Minkowsky Measures

. I The L., norm of the dissimilarity of two images can be calcu-
It may be argued that the statistical classification scores Iea}gged by taking the Minkowsky average of the pixel differences

something to be desired. We would like to point out, howeveg?atially and then chromatically (that is over the bands)
that our goal was to design a general steganalysis tool that would

perform adequately across several techniques. Certainly the per- 1 XK 1 X . - Y

formance of the steganalysis algorithm can be improved by cod., = — E — E ‘Ck(i, 7)) — Ci(i, 7) . (5)
L . . K NZ &

straining the domain and the set of algorithms. In fact recent k=1 i,j=1

years have seen many steganalysis techniques proposed inytge1 corresponds to mean absolute effdf, ), andy = 2 to
literature such as [4], [5], [7]. The proposed algorithm is morg o square erra¥l, respectively.

general, however, in that it does not assume only spatial or only
spectral domain embedding. B. Correlation Measures
A measure to compare vectors with strictly nonnegative com-

ponents, as in the case of images, is the Czekanowski distance
In this paper, we have addressed the problem of stegaridB]

V. CONCLUSIONS

ysis of images, and we have developed a technique for discrim- K A

inating between cover-images and stego-images. Our approach , M-l 2 ) min (Ck(Z} 7)s Cr (i, j))

is based on the hypothesis that message-embedding schengs — = Z 1— ’“?

leave statistical evidence or structure in images that can be ex- N i =0 ) (Ck (i, ) + Ci(i j))
ploited for detection. In fact we have shown that the distance in he1 ’ '

the feature space between an unmarked and a reference image (6)

is different than the distance between a marked image and it variant of correlation-based measures is the statistics of
reference version. We used image quality metrics as the félae angles between the pixel vectors of the two images. Similar
ture set. To identify good features (quality measures), whicllors will result in vectors pointing in the same direction, while
provide the best discriminative power, we used ANOVA tectsignificantly different colors will point in different directions in
nique. A different point of view of the IQM-based steganalysithe color space. Since we deal with positive vec©rsC, we
would be that these very image features should be taken isi@ constrained to the first quadrant of the Cartesian space so
account in the design of watermarking or steganographic techat the maximum difference attained will bg2. The angular
niques if eschewing detection is desired. After selecting an agorrelation between two vectors is defined as follows [24]:
propriate feature set, we used multivariate regression techniques U

to get an optimal classifier. Simulation results with well known 1 &2 <C('L: J7), C(i, J)>
and commercially available watermarking and steganographic]\/[4 =1- N2 Z S . PPN
techniques indicate that the selected IQMs form a multidimen- b=l e, D HC(Z’ ‘7)H
sional feature space whose points cluster well enough to do &he closeness between two digital images can also be
classification of marked and nonmarked images. The classifi@jantified in terms of correlation function. The Image Fidelity

is still able to do a classification when the tested images COlgd Normalized Cross-Correlation measures are defined,
from an embedding technique unknown to it, indicating that jgspectively, as follows:

has a generalizing capability of capturing the general intrinsic

(1)

characteristics of watermarking and steganographic techniques. i ESS Culi. 1) — Culs. i 2
. K E k(taJ) k(tv.})
Future work will expand, on the one hand, the scope of the al-, =~ 1 1 i,5=0 g
gorithm (the type of watermark algorithms, the media such asM5 Tl K Z N-1 o (8)
audio) and, on the other hand, to improve its detection perfor- k=1 > Ck(i, j)
mance, e.g., via decision fusion. 43=0
N-1 P
APPENDIX 1 & ‘Zo Ouli, LG 5)
Me==) 2= )
We give brief descriptions of the selected image quality mea- K —1 Nil O, §)?
sures in this Appendix. In Table I, 19 IMQs are quoted, but here i, 520 D
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C. Spectral Measures the subjective ratings in multimedia. It is conjectured therefore

Let the Discrete Fourier Transforms (DFT) of thiga band of that in steganalysis tasks they may have as well some relevance.
the original and embedded image be denoted'biy:, v) and We assume that the human visual system can be modeled as a

T').(u, v), respectively. The spectra are defined as band-pass filter with a transfer function in polar coordinates,
B 00', p0.554 < 7
Nl o o Hp)=4{ " ° bl (19)
Ti(u, v) = Z Cr(m, n) exp[—2mm N}exp [—27rfm N}’ eIl log1o p—logi, 9] p>T7

m, n=0

wherep = (u? + v?)'/2. Once images are processed with such
k=1---K. (10)  a spectral mask and inverse DCT transformed, the Normalized

The phase and magnitude spectra are defined, respectivel;'/\/lggn Square HVS Error is defined as

_ _ N-1 . 2
o(u, v) = arcfuan(r(y, v)) and M (u, U). = |T'(u, v)|. The S [U{Ck(i, ) — U{Ck(i, J)}
spectral magnitude distortion measure is given by Moo — 1 Z i,7=0 (20)
AR 2 R~ S ik, |
B . = (i, ]
M= < ; zo‘m(m o)l = [e(w )| [ @) 2
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